
CSE 176 Introduction to Machine Learning
Lecture 4: KNN Classifier and Curse of Dimensionality

Some materials from Pascal Poupart and Kilian Weinberger



Recap: Supervised ML algorithm



Recap: Training/Testing Phases Illustrated
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Quiz

underfitting “just right” overfitting

Which of the following leads to low training error but high testing error?



Recap: Cross Validation

qTraining set:
qUsed to train, i.e., to fit a hypothesis h ∈ Hi.
qOptimize parameters of h given the model structure and 

hyperparameters.
qUsually done with an optimization algorithm (the learning 

algorithm). 

q Validation set:
qUsed to minimize the generalization error.
qOptimize hyperparameters or model structure.
qUsually done with a “grid search”. Ex: try all values of H ∈ {10, 50, 

100} and λ ∈ {10−5, 10−3, 10−1}.

qTest set:
qUsed to report the generalization error.
qWe optimize nothing on it, we just evaluate the final model on it



Today’s topoic

qK Nearest Neighbor Classifier
qCurse of Dimensionality



K Nearest Neighbor Classifier



Nearest neighbor classification 

qClassification function: ℎ(𝑥) =𝑦nn 

    where 𝑦nn is the label associated with the nearest neighbor
 𝑥nn = 𝑎𝑟𝑔𝑚𝑖𝑛x’ 𝑑(𝑥,𝑥’)



How to measure distances?

qLp norm

qQuiz: What if p=1, 2, or +∞?
qMetric learning (more to come)

small distance large distance



Voronoi Diagram

qPartition implied by nearest neighbor
qAssuming Euclidian distance



K nearest neighbor algorithm

qNearest neighbor often instable (noise)
qFor a test input x, assign the most common label amongst 

its k most similar training inputs



Effect of K

qWhich partition do you prefer?  Why?

q𝐾controls the degree of smoothing.
qWhat if K=N(number of data points)?

𝑘 = 1 𝑘 = 3 𝑘 = 31



Choosing K

qHow should we choose K?
qSelect K with highest test accuracy

qCan we simply split to training and testing set?
qSolution: split data into training, validation and test sets

qTraining set: compute nearest neighbour
qValidation set: optimize hyperparameters such as K
qTest set: measure performance



Choosing K based on validation set



Robust Validation

qHow can we ensure that validation accuracy is 
representative of future accuracy?

qValidation accuracy becomes more reliable as we increase 
the size of the validation set 

qHowever, this reduces the amount of data left for training 
qPopular solution: cross-validation



Cross Validation

qRepeatedly split training data in two parts, one for training 
and one for validation. Report the average validation 
accuracy. 

q𝒌-fold cross validation



Weighted K Nearest Neighbor



K Nearest Neighbor for Regression



Curse of Dimensionality



KNN for high-dimensional data

qCan we use KNN classifier for high-dimensional data?
qAssumption for KNN classifier to work:

qK nearest neighbors are nearby

qAre K nearest neighbors nearby for d>>0?



KNN for high-dimensional data

qFormally, imagine the unit cube. All training 
data is sampled uniformly within this cube

qWe are considering the k=10 nearest neighbors 
of such a test point.

qLet ℓ be the edge length of the smallest hyper-
cube that contains all k-nearest neighbors



KNN for high-dimensional data



Curse of Dimensionality

qFor large dimension, all distances concentrate within a very 
small range



Data with low dimensional structure

qData often lie in sub-space or sub-manifold



Low-dimensional structure of face images


